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Abstract- The turbo principle can be 
used in a more general way than just for 
the decoding of parallel concatenated co
des. Using log-likelihood algebra for bi
nary codes two simple examples are given 
to show the essentials of the turbo iterati
on for decoding and equalization. For re
ference the basic symbol-by-symbol MAP 
algorithm is stated and simplified in the 
log-domain. The results of turbo app
lications in parallel and serial decoding, 
in source-controlled channel decoding, in 
equalization, in multiuser detection and 
in coded modulation are described. 

I. INTRODUCTION 

In 1993 decoding of two and more dimensio
nal product-like codes has been proposed with 
iterative ('turbo') decoding [1) using similar 
ideas as in [3) and [4). The basic concept of 
this new (de )coding scheme is to use a paral
lel concatenation of at least two codes with an 
interleaver between the encoders. Decoding is 
based on alternately decoding the component 
codes and passing the so--ealled extrinsic infor
mation which is a part of the soft output of the 
soft-in/soft-out decoder to the next decoding 
stage. Even though very simple component co
des are applied, the 'turbo' coding scheme is 
able to achieve a performance rather close to 
Shannon's bound, at least for large interleavers 
and at bit error rates of approximately 10-5 • 

However, it turned out that the method applied 
for these parallel concatenated codes is much 
more general. Strictly speaking there is nothing 
't.urbo' in the codes. Only the decoder uses a 
'turbo' feedback and the method should be na
med the 'Turbo-Principle', because it can be 
sucessfully applied to many detection/decoding 
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problems such as serial concatenation, equali
zation, coded modulation, multiuser detection, 
joint source and channel decoding and others. 
We will explain the basic principle and hereby 
we will try to follow Einstein's principle: 'Eve
rything should be as simple as poesible but not 
simpler'. Thererfore we restrict ourselves to bi
nary data and codes, use consequently the log
likelihood notation and start with two rather 
simple examples which show the basic ingre
dients of the turbo iteration. 

II. MAP SYMBOL-BY-SYMBOL ESTIMATION 
AND THE TURBO PRINCIPLE 

In detection and decoding we discriminate 
between sequence and aymbol estimation whe
re both can use the m~mum-likelihood (ML) 
or the maximum-a-posteriori (MAP) rule. He
re we consider MAP symbol-by-symbol estima
tion of the symbols Ut of a vector u which is 
received as a vector y after encoding and dis
tortion by a Gauss-Markov process according to 
the distribution p(ylu). In addition we might 
have available the a priori probability P(u) as 
an input to the estimator. The output of the 
estimat.or provides us with the a posteriori pro
bability 

P(iltiY) 

to be used in subsequent processing. 
The 'Turbo Principle' can be formulated as 
follows: 
Perform iterative MAP-estimations of the sym
bols with sueessively refined a priori distribu
tions P;(u). For the calculation of P;(u) use 
all the preferably statistically independent in
formation which is available at iteration i (set 
of sufficient statistics). 
Examples how to obtain P;(u) are: 

• a priori if available or a posteriori obtained 
from source bit statistics 

• a posteriori probabilities from parallel 
transmissions, such as diversity, parallel 

-Symposium 011 Turbo Codes· Brest· F....,.· 1997 

Exhibit 1020 
U.S. Patent No. 6,108,388



 

 

 

concatenations, correlated multiuser chan
nels 

• a posteriori probabilities from the (i-1 )th 
decoding of an outer code (serial concate
nation) 

• combinations of a posteriori probabilities 
from previous decoding of parallel and se
rial concatenations. 

The name 'turbo' is justified because the deco
der uses its processed output values as a priori 
input for the next iteration, similar to a turbo 
engine. 

A. Log-Likelihood Algebra 

Let U · be in GF(2) with the elements 
{+1, -1}, where +1 is the 'null' element un
der the $ addition. The log-likelihood ratio of 
a binary random variable U, Lu ( u), is defined 
as 

Pu(u = +1) 
Lu(u) =log Pu(u, _ 1). (1) 

Here Pu(u) denotes the probability that the 
random variable U takes on the value u. The 
log-likelihood ratio Lu ( u) will be denoted as the 
L-value of the random variable U. The sign of 
Lu(u) is the hard decision and the magnitude 
ILtr(u)l is the reliability of this decision. Unless 
stated otherwise, the logarithm is the natural 
logarithm. We will henceforth skip the indices 
for the probabilities and the log-likelihood rati
os. 
If the binary random variable u is conditio
ned on a different random variable or vector y, 
then we have a conditioned log-likelihood ratio 
L(uiy) with 

L(uiy) = L(u)+L(yiu), (2) 

employing Bayes rule. Using 

e±L(u) 

P(u=±1) = 1+e±L(u)' (3) 

it is easy to prove for statistically independent 
random variables "t and u2 that 

1 + eL(u,)eL(u,) 
= log (4) 

eL(u,) + eL(u,) 

"" sign(L(ut)) · sign(L(u2)) · 
min(IL(ut)l, IL(u2)1). 

We use the symbol !8 as the notation for the 
addition defined by 

with the rules 

L(u) !8 ± oo = ±L(u), L(u)830= 0. (6) 
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The reliability of the sum 113 is therefore deter
mined by the smallest reliability of the terms. 
Equation (5) can be reformulated using the 
'soft' bit 

A;= tanh(L(u;)/2) (7) 
which, using (3), can be shown to be the expec
tation of u;: 

e+L(u;) e-L(u;) 

E{ui} = (+1)1+e+L(u;) +(-1)1+e-L(u;) 

= tanh(L(u;)/2). (8) 

Then 

L(ut $ u2) = 2 artanh(AtA2)· (9) 

Soft Channel Outputs 
After transmission over a binary symmetric 
channel (BSC) or a Gaussian/Fading channel 
we can calculate the log-likelihood ratio of the 
transmitted bit "' conditioned on the matched 
filter output y 

P(z"' +lly) 
L(zly) =log P(z __ 

1111
) (10) 

With our notation we obtain 

L(ziy) "' logexp(-i(y-a)2) +logP(z=+1) 
exp(-i(y+ 11)2) P(z- -1) 

"' L.·y+L(z), (11) 

with Lc "' 4a · E,/No. For a fading channel 
a denotes the fading amplitude whereas for a 
Gaussian channel we set a = L We further note 
that for statistically independent transmission, 
as in dual diversity or with a repetition code 

L(zlvt. 112) = Lc,lll + Lc,Y2 + L(z). (12) 

B. The 'Turbo '-Principle using L-values 

With the L-values we can reformulate the 
'Turbo' principle using Fig.L A turbo deco
der accepts a priori and channel L-values and 
delivers soft-output L-va.lues L(il). In addition 
the so-called e:otrinsic L-va.lues for the informa
tion bits L.( il) andfor the coded bits L.(z) are 
produced. Extrinsic information refers to the 
incremental information about the current bit 
obtained through the decoding process from all 
the other bits. Only this extrinsic values sbould 
be used to gain the new a priori value for the 
next iteration, because this is statistically inde
pendent information,- at least during the first 
iteration. The decoders described in section 3 
deliver the soft output in the form 

L(il) "'LeY+ L(u) + L.(il) 

showing that the MAP estimate contains 3 
parts: from the channel, from the a priori know
ledge and from the other bits through cons
traints of the code or the Markov property. 
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L.(x) 
extrinsic values 
for code bits 

output 
log - likelihoods 

extrinsic values for 
information bits Soft-In/ 

Soft-Out 
Decoder a posteriori values 

for information bits 

Fjg. 1. Soft--in/soft-out decoder for turbo iterations 

A) coded values B) received values 
L,·y 

+0.5 +1.5 +1.0 

+4.0 +J.O 1.5 

+U 2.5 

C) after first decoding iD 
horizontal dUecUon 

+0.5 f+!.5 

+4.0 ft!.o 

+2.0 -2.5 

+J.O 

-1.5 

~ 
~ 

D) after first decoding iD 
vertical direction 

E) soft output after the first decoding 
iD horizontal aud vertical direction 

+0. +U +U +1.0 +0.5 +3.sf+2.5 

+4. +!.( -1.5 -1.0 -1.5 +4.5 -2.5 

+2. -2.5 

Fig. 2. Tutorial example of a parallel concatenated code with 4 (3,2,2) single parity check codes 

C. Tutorial Ez:ample with a Simple Parallel 
Concatenated 'Turbo '-Scheme Using {9,2,2} 
Single Parity Check Codes 

Let us encode four information bits by two 
(3, 2, 2) single parity check codes with elements 
{+1, -1} in GF(2) as shown in Figure 2 A) and 
let us assume we have received the values L, · y 
shown in Figure 2 B). No a priori informati
on is yet available. Let us start with horizon
tal decoding: The information for bit uu is 
received twice: Directly via u11 and indirect
ly via u12 Ell pj". Since u12 and pj" are stati
st-ically independent we have for their L-value: 
L( U!2 $ p!) = L( U!2) IB L(pl) = 1.5 Ill 1.0 "' 
1.0. This indirect information about un is cal-

led the extrinsic value and is stored in the right 
matrix of table 2 C). For u12 we obtain by the 
same argument a horizontal extrinsic value of 
0.5 Ill 1.0 "' 0.5 and so on for the second row. 
When the horizontal extrinsic table is filled we 
start vertical decoding using these L; as a prio
ri values for vertical decoding. This means that 
after vertical decoding of uu we have the follo
wing three £-values available for u11 

• the received direct value +0.5, 
• the a priori value L; from horizontal de

coding + 1.0 and 
• the vertical extrinsic value L~ using all the 

available information on u21 Ell pt, namely 
( 4.0 + ( -1.0)) 1B 2.0 "' 2.0. 
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The vertical extrinsic value is stored in Table 2 
D). For u21 it amounts to (0.5+1.0) lEI 2.0"" 1.5, 
for u12 to (1.0+ ( -1.5)) B3 ( -2.5)"" 0.5 and for 
u22 to (1.5 + 0.5) lEI ( -2.5) "" -2.0. If we were 
to stop the iterations here we would obtain as 
soft output after the vertical iteration 

L(ii) = L, · 11 + L; + L~ (13) 

shown in Figure 2 E). The addition in (13) is 
justified from (12) because up to now the three 
terms in (13) are statistically independent. We 
could now continue with another round of ho
rizontal decoding using the respective L~ as a 
priori information. 

D. Tutorial Ef:ample with a Simple Serial Con
catenated 'Turbo '·Scheme 

The basic idea of iterative decoding of seri
al concatenated codes with feedback between 
the inner and outer decoders is to go back to 
the inner decoding after successfully finishing 
an outer decoding trial. If the decisions made 
by the outer decoder are assumed to be correct, 
the inner decoder is provided with reliability in
formation about the bits to be decoded. Using 
this information as a priori information the in
ner decoder restarts decoding and will deliver 
less erroneous decisions which are passed again 
to the outer decoder. 
We consider binary coded multipath transmis
sion similar as in the GSM system, but for tu
torial purposes in a much simpler setup: Three 
times two information bits generate three code
words of a (3,2,2) SPC-Code. They are block
interleaved and transmitted over a 2-tap multi
path channel as shown in Fig. 3 The transition 

+1 

-1 

Fig. 3. Tutorial example of a serial concatenated 
scheme using a 2-tap multipath channel as 
the inner code and interleaved (3,2,2) single 
parity check (SPC) codes as outer codes 

metric of the MAP or Viterbi (VA) algorithm 
is from (29) -(Ilk- Zt- Zt-1) 2, where the va
riance of the noise is set to 1/2 in our example 

which corresponds to an E,fNo of3dB. Assume 
that all 6 information bits are + 1. Mter trans
mission of the 3 u, bits of the codewort which 
is followed by a + 1 tail bit, we received the fol
lowing !It values: {+0.5 - 1.0 + 1.0 + 2.0}. 
It will be shown in section 3-B that for the trel
lis in Fig. 3 the MAP soft output algorithm 
can be closely approximated by two VA running 
back and forth leading to state metrics Mi and 
Mi. The soft output L( iit) is then the diffe
rence of (Mi + Mi) of the upper states mi
nus the respective values of the lower states, see 
(25). By hand we obtain the non-bracket values 

k 1 2 3 
M> (-0.7~)-2.25 -1._2_5 -2.25 

(-1.75)-0.25 -1.25 -2.25 
Mi -2.00 -1.00 0.00 

-2.00 -1.00 -4.00 
L(iit) ( +1.00)-2.00 0.00 +4.00 

Now assume that for the other bits u2 and 
p1 we also have obtained their output L-values 
and by vertical IB evaluation of the 2. and 3. 
row elements the extrinsic information for u1 as 

k 1 2 3 
£Liil) (+1,0) -2.00 0.00 +4.00 
L(ii2) +3,00 +4.00 0.00 
L(j_l_ +6.50 0.00 +3.00 
L,(u1) +3.00 o.oo 0.00 

This extrinsic information is fed back via the 
turbo link to the inner decoder (the equalizer) 
and we perform a second round of equalization 
Here we evaluate only the second MAP equali
zation of the u 1 bits. Now we have to add, or 
-for -1 transmissions- subtract half of the extrin
sic values namely { + 1.5 0.0 0.0 } to the tran
sition metrics. We execute it here only for u1 

and we get subsequently the values in brackets. 
For the first u1 this means that we have now a 
correct decision after the first turbo iteration. 

III. SoFT-IN/SOFT-OUT DETECTORS AND 

DECODERS 

A. The BCJR-Algorithm for a Binary TI-e/lis 

For reference, we cite here the well known 
Bahi-Cocke-Jelinek-Raviv Algorithm [2] in the 
fashion as deacribed in [5]: For a binary trellis 
let St be the encoder state at time 1:. The bit 
Ut is associated with the transition from time 
k - 1 to time k and causes 2 pathes to leave 
each state. The trellis states at level k - 1 and 
at level k are indexed by the integer •' and s, 
respectively. The goal of the MAP algorithm is 
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to provide us with 

L: p(s',s,y) 

P< 11 ) <•'·•) 
L(. ) I "• = + y I .:•;;·~~+.:..' ....,.-:--"-7 

"
1 = og P(ut- -lly) = og L: p(s',s,y)" 

(•'·•) ··•-1 
(14) 

The index pair s' and s determines the informa
tion bit Ut and the coded bits. The sum of the 
joint probabilities p(s', s, y) in (14) is taken over 
all existing transitions from state •' to state s 
labeled with the information bit Ut = + 1 or 
with Ut = -1, respectively. Assuming a memo
ryless transmission channel, the joint probabi
lity p( s', s, y) can be written as the product of 
three independent probabilities (2), 

p(s',Yi<t) · p(s,y•l•') · p(y;>tl•) 

= p(s',Y;<t)·P(sl s')·p(Y•I•',s)·p(y;>tl•) 

'Yt(s',s) f3t(•) 

B. A Simplification of the BCJR-Algorithm 

Several approximations of the BCJ R algo
rithm have been studied, i.e. (10). We will give 
another one using certain structures of a binary 
trellis and L-values. If one uses the approxima
tion 

in (15) and (16) the forward and backward re
cursions of the BCJR algorithm mutate into two 
Viterbi algorithms running forth and back the 
terminated trellis. They produce the state me
tries for the forward algorithm 

M,.,_, (s') =log Qt-t(s') (22) 

and for the backward algorithm 

M~,(s) = logf3t(s). (23) 

"Using again the approximation (21) the soft-
Here YJ<k denotes the sequence of received output results in 
symbols Yi from the beginning of the trellis up 
to time It -1 and YJ>t is the corresponding se
quence from time It + 1 up to the end of the 
trellis. The forward recursion of the MAP al
gorithm yields 

"•<•> = L: ,.c.·. •>. "•-~<•'>· (15) 

•' 
The backward recursion yields 

f3t-t(•') = L 'Yt(s', s) · f3t(s). (16) 

The branch transition probabilities are given by 

'Yt(s',s) = P(Yt I Ut) · P(ut)· (17) 

Using the log-likelihoods the a priori probabili
ty P(ut) can be expressed as 

P(ut) = e ·eu,L(u,)/2 = At·fu,L(u,)/2. 
( 

-L(u•)/2 ) 

1 + e L(u•) 

(18) 
and, in a similar way, the conditioned probabi
lity 

for a convolutional code with rate 1/ n and 

< 
-~lr~o-L:u_._rlarl2 

p(n I ut) = BM, · e ,.. (20) 

for a binary input multipath channel with L + 1 
taps. The terms At and Bt in (18) and (19) are 
equal for all transitions from level It - 1 to level 
k and hence will cancel out in the ratio of (14). 

L(ilt) = 

logp(nl + 1) + L(ut)/2 + Mp,(s)) 

max (Ma,_, (•')+ (24) 
h'.•J 
·"=-1 
logp(nl- 1)- L(ut)/2 + Mp,(s)). 

For a binary trellis three different butterfly 
structures exist. For the structure where the 
two pathes with same "• merge in one state 
s-- this is the case for feedforward convolutio
nal codes and tapped delay line channels- the 
first three terms in (25) form Ma,(•) and the 
maximization is only over the states s: 

L(ilt) = ml"' (Ma,(s) + M~,(s)) 

max (Ma,(s) + Mp,(s)) (25) 
•) 

•~~:=-• 

For the structure where the two pathes with 
same Ut leave one state s' -this is the case 
for feedback convolutional codes- the reverse is 
true and k - 1 replaces It in the right side of 
Eqn.(25). A similar approach has been taken 
in (11). 
In summary: 
The BCJR algorithm for the mostly used bina
ry terminated trellises can be closely approxi
mated by 

• Two VA algorithms running backwards and 
forwards 

• using the update metric 
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where c• is a suitable simplifying normali
zation constant independent of u• 

• A memory storing the metrics 
• Add the forward-( a)- to the backward-(,8)

metrics either to the right (k) or to the left 
(k-1) of the current bit u• 

• Find the maxima over the plus and minus 
states and subtract them to obtain the soft 
output. 

Note, that the channel part of the update me
tric has the SNR as a factor, e.g. 4E,fN0• The
refore, if the the SNR is very small the soft
output equals L(u>), only the a priori value as 
it should be. 

C. Soft-in/soft-out decoder using the direct co
de 

Although often very convenient, it is not ne
cessary to use a trellis for decoding. A closed 
yet complex formula exists using all codewords 
of the code. Define 

L( . ) ~ { LeY>+ L(u>), 1 5 A: 5 K, 
"'•·Y•- LeY>, K+15k5N. 

then the soft-output is [5] L(u•) = 

L(u>) +LeY>+ 
N E IT e L(~;;r;) •;/2 

Xec i•t 
+ log •"=+t ;;" 

E IT e L(z;;Y;) •;12 
Xec ~=t 
•~r=-1 .r;f>k 

(26) 

(27) 

The second part is the extrinsic information 
which can be shown to vanish when Le -+ 0, 
leaving us with the a priori value alone. Again 
we can use the approximation (21) to obtain a 
logmax approximation. 

D. Soft-in/soft-out decoder using the dual code 

For a high rate code the number of the code 
words x.L of the dual code c.L is smaller than 
the number of the codewords of the direct code. 
Therefore we better decode the original trans
mitted codeword as shown in [6] with the dual 
code where we use the soft bit 

>.1 = tanh(L(:r;; Yi )/2) 

to obtain the soft output 

L(u•) LeY>+ L(u•) (28) 
2N-K N 

1+ E 
i=2 

II 
i=t·i•• 

>.; 

+ log 
~t,=-1 

2N-IC N 
1- E 

i=2 
( -:rl;.) II 

j~l.j.,. 
>.; 

•fi•-1 

Several approximations of this equation have 
been discussed, such as using only the minimum 
distance codewords of the dual code or working 
in the log>. domain to transfer multiplications 
into additions. The latter modification is used 
in [13] on a 16 bit fixed point computer for deco
ding the (1023,1013) Hamming code in a turbo 
decoder. 
Especially interesting is the modification of (28) 
for the decoding of high rate convolutional <»
des via the reciprocal dual code as shown in 
[12]. This efficient implementation allows the 
use of high rate non-punctured convolutional 
codes with rates such as 23/24 as constitu
ent codes for parallel concatenation, leading to 
high-rate 'turbo' codes. 

IV. APPLICATIONS OF THE 
TURBO-PRINCIPLE 

The application of soft-in/soft-out dee<r 
ders to serial and parallel concatenated <»
ding/ detection schemes offers the possibility of 
iterative decoding withlli the inner and between 
the inner and outer decoders. 

A. Parallel Concatenation of Codes 

This is the classical and well explored field 
where the turbo principle has been used first 
by [1] and [4]. The literature is too extensive to 
be referenced here. We only refer to two speci
al issues [31] and [32]. The so-called turbo code 
encodes the information twice by sYStematic co
des, the second after interleaving, similar as in a 
product code. Extrinsic information is exchan
ged between the two soft-in/soft-out decoders 
as shown in the tutorial example in section 2-
C. The following results and observations have 
been derived with this setup: 

• Block and feedback convolutional codes can 
be used 

• Although the minimum distance and the 
asymptotic gain of these codes is not too 
good, they perform surprisingly well at low 
to medium channel SNR. Consequently a 
leveling out of the waterfall curve is obser
ved. 

• At a BER of w-s the appropriate Shan
non limit is approched by 0.5 dB for rates 
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around 0.5 and by 0.27 dB at rates around 
0.98. Very simple component codes such 
as Hamming and low density parity check 
codes have been applied, although with in
terleavers of size 1()4 to 106 • 

, Block, pseudorandom and trained interlea
vers have been used to combat the leveling 
out behavior. 

, Distance spectrum and performance analy
sis of these codes has been performed with 
random (6) interleavers leading to average 
upper bounds for codes averaged and with 
unrealizable perfect interleavers (8)leading 
to the best possible performance. 

, No analysis is yet available to give upper 
and lower bounds of the BER performance 
after a certain number of iterations for a 
fixed code and interleaver. Therefore our 
understanding of these codes is limited. 

B. Stria/ Concatenation of Codes 

Serial concatenation of codes employing the 
turbo principle has been extensively investiga
ted by several authors using different kind of 
inner and outer codes. The theory can be found 
in [7). The standard concatenated schemes use 
convolutional codes as inner and Reed- Solomon 
codes as outer codes. With turbo decoding it 
turned out that binary outer codes yield much 
better results (9], (24). A system which is com
parable to the deep space and ETSI/MPEG di
gital TV standard performs better by a margin 
of 1.6 dB with inner parallel concatenated codes 
and outer BCH codes and turbo iterations bet
ween the serially concatenated inner and outer 
codes [24). 

C. Source-Controlled Channel Decoding 

In an asymptotic sense source and channel co
ding as well as decoding can be treated separa
tely according to Shannon's famous separation 
theorem. Practical source coding schemes still 
contain residual redundancy which can be utili
zed by the channel decoder in a turbo feedback 
as source a posteriori information. The channel 
FEC code is the inner code and the statisti
cally correlated source bits constitute the outer 
code. The a priori information needed by the 
inner FEC decoder is gained from inter- and 
intra-frame bit dependencies in the outer sour
ce decoder, see [18) and (19). Gains of 1 to 2 
dB in channel SNR are achieved for existing 
source coding schemes such as GSM speech co
ding and still image compression by such a tur
bo feedback. Furthermore the soft bit produced 
by ( 7) is useful in generating a soft and grace
ful degradation while reconstructing the source 
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signal (20). 

D. Equalization of Coded Data 

A multipath channel is nothing but an in
ner encoder of rate 1. The optimal equalizer is 
a MAP estimator which uses the metric incre
ment 

The MAP or suboptimal MAP or SOYA equa
lizer therefore has to know the tap values { h1} 
from a channel estimator using training bits or 
decided bits. The turbo feedback interaction of 
this equalizer as inner decoder with the outer 
decoder is shown in Fig.4. Care has to beta
ken to pass only extrinsic- respectively channel
information of the coded bits between the two 
MAP decoders. This turbo equalizer princi-

Fig. 4. Thrbo equalizer scheme 

pie was first proposed In [21). We investiga
ted several multipath channels and found that 
the channels which have the worst performan
ce in classical equalization (without turbo feed
back) gained most by the iterations. A dra
matic example taken from (22) with an outer 
convolutional code with rate 1/2 and memory 
4 is shown in Fig.5. The total interleaver size 
was 4096 bits and no ajustment factors as in 
(21) were used. We applied the same method to 
the GSM equalizer with time-varying taps of a 
mobile system. The average gain by the turbo 
equalization is less pronounced, because the re
ally bad (strongly encoding) tap sets occur not 
too often. However, it helps a lot in bad static 
situations. 

E. Thrbo Iteration in CDMA Systems {IS-95) 

Even CDMA systems can be viewed as serial 
concatenation: The inner code is for instance as 
in the IS-95 system a Hadamard code. For this 
code a very efficient soft-in/soft-out decoder has 
been developed and turbo iterations with the 
outer MAP or SOYA- decoder of convolutional 
codes were performed (26). The figure 6 shows 
the setup for IS-95 downlink where the inner 
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Fig. 5. Performance of a coded system: Tran&

mission over the shown multipath channel 
with turbo iterations between MAP eqali
zer and CODMAP decoder 

encoder uses a Hadamard code. The iterati
ve decoder setup is similar to the one with the 
equalizer as inner decoder and we achieved a 
gain of 1.3 dB through a few turbo iterations. 
Similar results are obtained for the noncoherent 
uplink case. 

Fig. 6. COMA system with inner and outer se
rial concatenation, cf. IS-95 

F. Multiuser Detection with Turbo-Feedback 

A classical DS spread spectrum system with 
I< users employs spreading sequences ck(t) with 
a correlation matrix R = ( Rk ,k'), where the dia
gonal elements are Rk,k = 1. After synchronous 
transmission we receive after the matched filter 

where 
K 

r(t) = L akbkck(t) 
J::l 

and ak is the channel gain factor. Of course the 
optimal detector would be the joint MLSE de
tector and its known suboptimal approximati
ons as decribed with further references In (23]. 
We will describe a suboptimal iterative turbo 
scheme where in the first iteration the slight
ly modified matched filter output L(btiYt) of 
the inner decoder (despreader) DEC; is supp
lied to the outer decoder DECo . The outer 

• The extrinsic L-value L.(bt) which is the 
soft-output L(bk) minus the soft input 
L(btiYk)· At the first iteration this extrin
sic estimate is uncorrelated with the input. 
Therefore using this value as a priori va
lue for all code bits of the outer code im
proves decoding. For subsequent iterations 
the correlation causes a diminishing return. 

• The soft output of all the other users L( ht•) 
is used to calculate the expected value of 
h• via (8), where only a simple sigmoid 
nonlinearity (7) is required. After interlea
ving this soft bit in the range (-1,+1) is 
weighted by its channel gain ak' and sprea
ding code correlation value Rt,t'· The sum 
of all user channels with 1:' "' 1: is then 
subtracted from the matched filter output 
Yk. After weighting with L,. and adding 
the new a priori value we have the new 
soft-output of the inner decoder and are 
ready for the next round of iteration. No
te, that wrong decisions of the outer deco
der usually have small L-values and small 
E{bk'} and do not oontribute to the feed
back. Therefore error propagation is avoi
ded. This iterative scheme is a low comple
xity approximation to the full MLSE joint 
detection scheme. 

Very similar ideas for multiuser detection ha
ve been independently and carefully treated in 
[15]. Moher uses a tractable multiuser channel 
model with one correlation parameter and his 
work gives a lot of insight in the theme of this 
chapter. In [16] he gives impressive simulation 
results showing turbo feedback asymptotically 
eliminates the multiuser degradation for FEC 
coded systems under a variety of channel con
ditions. 

G. Coded Modulation with Thrbo detection 

It is not too surprising that the turbo princi
ple should be also useful in coded modulation, 
be it Imai's multilevel coding or Ungerboeck's 
trellis coded modulation. It is straightforward 
just to replace codes used before in multilevel 
modulation by turbo codes. More appropria
te and a sophisticated use of the turbo princi
ple is the turbo-coded modulation scheme by 
Robertson and Woerz [27] where channel and 
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Fis. 7. Coded COMA with double feedback in the decoder 

extrinsic information is exchanged between two 
soft-in/ soft-out decoders in a clever way. They 
achieve a notable gain over Ungerboeck's sche
me for 8-PSK and for higher level QAM for
mats. For further discussion of turbo coded 
modulation we refer to [28]. 

H. Miscellaneous Items 

Cross-Entropy: 
Already Battail had mentioned that the cross
or Kullback entropy i~ a useful means to look 
at decoding schemes. The turbo decoding pro
cess for product codes was recognized by Mo
her as early as 1993 as a variation of the prin
ciple of minimum cross entropy. In his later 
thesis [15] he gives very illuminating graphi
cal explanations of the iterative turbo process 
using cross-entropy. This leads to an informa
tion theory based better understanding of the 
turbo principle an area also treated. by Caire, 
Taricco and Biglieri as well as Shamai and Ver
du [31]. Cross-entropy has been further used 
as a stop criterion for the iterations [5] which 
reduces the number of necessary iterations con
siderably. 

Tanner Graphs: 
Tanner graphs [29] which are connected by the 
interleaver connections have been used to ex
plain the parallel and serial concatenated turbo 
decoding process by Wiberg, Loeliger and For
ney [30]. The networks can also be evaluated 
by applying the belief propag&tion algorithm 
known from artificial intelligence. They can be 
further evaluated by the so-called min-sum al
gorithm which is based on a similar approxi-

mation as used above in (5) or (21). Forney 
mentioned that this variation of a decoding al
gorithm goes back to the sixties where it was 
used by Gallager and Massey. 
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